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INTRODUCTION
In recent years, due to the rapid development of numerical methods and increased performance of

supercomputers, methods of the simulation of 3D rarefied gas dynamics based on the direct numerical
solution of the kinetic Boltzmann equation with the exact or model collision integral have gained popu-
larity. An attractive feature of this approach is that it makes it possible to develop efficient Godunov-like
[1] second-order methods that can be used both for steady and unsteady f lows. The corresponding soft-
ware packages are developed by various groups of researchers (e.g., see [2–6]). The ability of using kinetic
equations with approximate (model) collision operators [7–9] seems especially attractive for solving com-
plicated applied (industrial) problems. Methods for solving model equations are highly efficient and flex-
ible, and have acceptable accuracy in most cases.

The aim of this paper is to give a short review of the capabilities of the universal Nesvetay computer
code [10] (Nesvetay is a river in Rostov region in Russia) as applied to the numerical simulation of the f low
of high-speed monatomic gas around objects of irregular shape for large f light altitudes. This code has
been developed by the author of this paper during a number of recent years (see [11–15]). It implements
Godunov-like schemes adapted for solving the three-dimensional kinetic equations with the approximate
(model) collision operator proposed by Shakhov [8] (S-model).

The main features of the Nesvetay code are the ability to use both multi-block structured and com-
pletely unstructured meshes in the physical and phase spaces, fast implicit discretization method with
respect to time for solving steady problems, and the support of the single and multilevel OpenMP + MPI
parallel computing model, which makes it possible to perform computations on systems with dozens of
thousands of thousands of x86 cores.

1. GOVERNING EQUATIONS
We consider the exterior f low of monatomic rarefied gas around a three-dimensional body. The unper-

turbed f low is characterized by the number density , pressure , temperature , velocity , and vis-
cosity . The state of the monatomic gas is described by the velocity distribution function ,
where  are the components of the molecular velocity vector in the directions , respec-
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738 TITAREV
tively, and  is the physical time. The Boltzmann kinetic equation for  with the S-model collision
operator [8] has the form

(1)

Here,  is the Prandtl number (  corresponds to the BGK model [7]), and  is the gas constant.
The summation is made over repeating Greek indexes. We also assume the power dependence of viscosity
on temperature with exponent :

(2)

The macrosopic parameters, such as the number  and mass  densities, mean velocity vector
, pressure , temperature , and heat f lux  are expressed as integrals of the

velocity distribution function (  is the molecule mass):

(3)

The boundary conditions are formulated as follows. On the body surface, we set the condition of diffusive
scattering of molecules with complete thermal accommodation to the surface temperature :

(4)

For simplicity, we assume in this paper that the surface temperature is constant and determined by the
problem conditions. The density of reflected particles  is determined from the impermeability condi-
tion. At the infinity upstream, the unperturbed flow condition is specified:

We also assume that the distribution function downstream is close to the locally Maxwell function with
the parameters determined by the problem solution.

The initial value of the distribution function  is assumed to be equal to the locally Maxwell
function with the given field of the gas density, velocity, and temperature distribution field.

2. THE NUMERICAL SOLUTION METHOD

In this work, we use the discrete ordinate method with grids of arbitrary types both in the physical and
velocity spaces. This feature of the method distinguishes it from the majority of other methods of solving
the kinetic equation described in the literature, and it makes the proposed method highly f lexible and effi-
cient for calculating exterior f lows around bodies of irregular shapes. We introduce in the velocity space a
bounded computation domain with the grid nodes . The total number of grid nodes is

denoted by . The functions  and  are defined at the centers of the velocity grid, and we interpret
them as vectors of length  with the components
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APPLICATION OF THE NESVETAY CODE 739
The kinetic equation (1) can be written as a system of  equations, and in vector form it is

(5)

Here,  is the vector the components of which are the th components of the molecular velocity at all
grid nodes:  by  we denote the operation of componentwise multiplication of
two vectors:  is the vector with the components .

System (5) is written in conservative form. The number of equations is determined by the grid size in
the velocity space, and it can be large (tens or even hundreds of thousands of equations). To solve system
(5), we use a special version of the upwind TVD scheme of the Godunov type.

In the physical space, the computation mesh is decomposed into control volumes (cells)  of tetrahe-
dral, pyramidal, hexahedral, or prismatic shape. Each cell is formed by a number of triangular or rectan-
gular faces , where  is the face index. The total number of cells is . The integration of system (5)
over the cell  and the standard approximation of integrals of the f luxes and of the right-hand side yields
the semi-discrete scheme for the values of the distribution function 

(6)

where the components of the vector  are equal to the values of the projection of the molecular velocity
on the external unit normal to the face  of the spatial cell .

The procedure for finding the f lux  for the face  of cell  on an arbitrary unstructured grid is thor-
oughly described in [11, 12, 14, 15] and consists of two stages. At the first stage, the solution on the mesh
faces is reconstructed given the known mean values in the cells (see [16–18]) to achieve the second
approximation order with respect to space. In the general case, the values  of the distribution function
on the interior side of the face  of  are computed by the mean values in the cell  and its neighbors by
the formula

The correction  can be computed using two approaches. In the most general method, the correction
is expressed using the least squares method written in the local system of coordinates [19, 20] in terms of
the mean values  in the stencil cells by the formula

(7)

The coefficients  are determined only by the mesh geometry, and they are found at the stage of the
computation initialization. Below, we denote this method by TVD3D. An example of the reconstruction
stencil for the least squares method is shown in Fig. 1. For hexahedral meshes, the locally one-dimen-
sional approach can be used, in which the correction values are found by interpolation along the mesh
lines in the direction of the face normal:

(8)

where  is the distance from the center of cell  to the center of face , and  and  are the left and the
right estimates of the solution slope. This method is denoted by TVD1D. For both types of reconstruction,
the function  is the so-called slope limiter, which is typically used to suppress the slopes of type minmod
[16, 21].

An important part of the numerical method is the algorithm approximating the boundary conditions.
To compute the boundary condition of the mirror reflection from the symmetry plane, the velocity grid
is constructed so as to ensure that the velocity vector of the reflected molecule  hits a node
of the velocity grid. In this case, the computation of the boundary condition is trivial: .
For all faces of the mesh cells lying on the body surface, integration with respect to  at the given surface
temperature  gives density of the reflected molecules  so as to exactly satisfy the impermeability con-
dition.
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740 TITAREV

Fig. 1. Examples of reconstruction stencils for the TVD3D method (7) on an unstructured spatial mesh with arbitrarily
shaped cells.
At the second stage, the resulting values  and of the distribution function on both sides of each
mesh face are used to find the final value  by solving the Riemann problem for the linear equation in
the direction perpendicular to the face:

(9)

where  is the face area. In addition to the exact formula (9), the approximate solution based on Rusa-
nov’s approach [22], in which the maximum absolute value of the molecular velocity is used as the velocity
bound, may be used. For the mesh faces lying on the boundaries of the computation domain in the phys-
ical space,  is found from the boundary condition.

The computation of the model (approximate) collision integral  (the grid indexes in space and time
step are omitted for brevity) requires macroscopic parameters to be known. Let bj be the weights of the
second-order quadrature rule. The straightforward approximation of expressions (3) for the gas macropa-
rameters is

(10)

The numerical integration of the semi-discrete scheme (6) with the weights , , and  yields a discrete
analog of the equations of mass, momentum, and energy conservation

(11)

Here,  is the tensor of physical f luxes. If the integration with respect to  is exact, then the numerical
method is conservative, so that . However, if (10) is substituted into Eqs. (11), a nonconservative
scheme is obtained (see [23]), and the error is inversely proportional to the Knudsen number

. To perform computations with a large number of steps or small Knudsen numbers, the

condition  should be satisfied.
The main idea underlying the computation of macroscopic parameters [23] is to directly approximate

the conditions imposed on the model collision integral that were used in [8] in the derivation of the S-
model. The vector of primitive variables  is found from the system of equations

(12)
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APPLICATION OF THE NESVETAY CODE 741
For each spatial cell , the system of eight equations (12) is solved using the Newton method

(13)

As the initial approximation, we use the values obtained by formulas (10). In the special case , the
last three equations can be dropped, and system (12) is reduced to the procedure proposed in [24, 25].

The computation of the Jacobian matrix  in system (12), which consists of discrete sums of the deriv-
atives  over to the macroscopic variables, is the slow part of the Newton method. The exact computa-
tion of  is computationally costly, especially for complex kinetic models, such as Rykov’s model of
diatomic gas [9]. If we replace the numerical integration in the expression for  by the exact (analytical)
integration, then we can obtain an approximate analytical representation of  in terms of the gas mac-
roparameters [11, 26]. The use of the approximate formula for  considerably reduces the computation
time even though the quadratic convergence of iterations is lost.

In this paper, we use the implicit one-step scheme without iterations on the upper time level for dis-
cretization with respect to time; this scheme is derived from (6) in the conventional way:

(14)

To compute the increment of the distribution function in time, we make the approximate lineariza-
tion (14)

Here,  is the value of the distribution function in the cell with the index  that is adjacent to the cell 
through the face . In the further simplifications, we assume the numerical f lux on the left-hand side is
approximated by the first-order upwind scheme using the exact Riemann problem solution or Rusanov’s
approach. By rearranging terms and explicitly writing out the coefficient of , we obtain

(15)

The quantity  is found accurate to the second order given the known values on the lower time level .
To solve (15), we use an approximate factorization of the sparse matrix on the basis of the approach pro-
posed in [27, 28] for f luid dynamics equations. Then, the values  are found using the conventional
backward and forward elimination of the LU method.

To solve the problems of high-speed rarefied gas f lows around bodies with complicated shapes more
efficiently and reliably, two improvements to the basic numerical method were made. The first improve-
ment is the method of constructing the nonuniform adaptive grid in the velocity space [14, 15]. Near

 (the incident f low) and  (the body surface), cubic subdomains are defined in which the cubic
grid with  and , respectively, are used. In the other part of the domain,
pyramids and tetrahedra the size of which smoothly grows to , where  is the temperature
estimate after the shock front, are used. Typically, the grid is constructed in a quarter of the space taking
into account the problem symmetry planes; then, the Nesvetay preprocessor extends the grid to the other
parts of the domain in the velocity space. This method of constructing the velocity grid requires certain
knowledge about the problem to be solved; however, it is much simpler than the adaptive octree used
in [4, 5].

The second improvement uses the nonuniform discretization in the physical space. As a rule, struc-
tured grids which are clustered to the surface are preferable for computing high-speed external f lows.
However, for irregularly shaped bodies, such grids can contain a small number of poor quality cells, e.g.,
strongly skewed cells. Experience shows that the most reliable second-order scheme is the TVD3D
approach based on the least squares method; however, it can result in the loss of formal convergence to
the steady solution. The TVD1D method provides improved accuracy in the most loaded parts of the sur-
face and ensures the formal convergence to the steady solution. However, it can give nonphysical values
of macroscopic parameters in the poor grid cells.
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742 TITAREV
In this paper, it is proposed to use the adaptive switching between the methods TVD1D and TVD3D.
The method TVD1D is the basic one. As the solution approaches the steady state, the Nesvetay code cre-
ates a list of poor cells in which the temperature is below a certain small value and switches the reconstruc-
tion procedure in these cells to the TVD3D method. The resulting numerical method converges in the
integral norm while avoiding nonphysical temperature values.

On the whole, the solution procedure consists of the following steps. First, the f low field is initialized
with the values of the incident f low macroparameters or by solving the Navier–Stokes equations of viscous
gas using a third-party code (e.g., [29, 30]). Next, the preliminary kinetic solution is obtained using the
first-order method and the BGK model. The final solution is obtained by using the distribution function
obtained above as the initial condition for the second-order scheme and the S-model. This algorithm is
able to construct solutions for arbitrarily large Mach numbers of the incident f low.

3. SOFTWARE PACKAGE NESVETAY
The software package Nesvetay [13] includes a computation kernel, kinetic solver, and mesh prepro-

cessors. The computation kernel contains a set of classes and modules implementing the basic operations
needed for performing computations: procedures for reading spatial grids in various formats and construc-
tion of mesh connectivity, algorithms for reconstructing scalar functions by the least squares method on
an arbitrary grid, and input–output procedures of spatial and surface data in the Tecplot format. The
kinetic solver is an add-in over the kernel that implements the numerical scheme for solving the kinetic
equation. The grid preprocessors are used for decomposing the computation grid for parallel computa-
tions. The total size of the code is about 20000 lines in Fortran 2003/2008 with elements of object-ori-
ented programming. Microsoft Visual Studio and the Intel Fortran compiler included in Intel Parallel
Studio were used as the development environment.

A key feature of the proposed software package is the use of the two-level parallel computation model
OpenMP + MPI, which has been recently intensively developed as applied to gas-dynamics computa-
tions, e.g., see [31, 32].

In Nesvetay, each level of parallel implementation is based on a decomposition of the computation
grid. At the upper level, the MPI technology of data exchange between the supercomputer nodes is used.
For distributing computations over the supercomputer nodes, the grid decomposition in the velocity space
or in the physical space, which is conventional for the computational f luid dynamics, may be used. At the
low level of the organization of parallel computations, the grid decomposition into blocks in the physical
space and the OpenMP technology is always used. For the majority of solution method procedures, it is
sufficient to use simple OMP loops with dynamic balancing. However, the parallel multithreaded imple-
mentation of the LU-SGS method for solving the system of equations for the increment of the distribution
function requires a special adaptation of the solution method to ensure that the convergence rate to the
steady solution does not deteriorate.

Thus, the OpenMP + MPI implementation of the proposed approach makes it possible to use an arbi-
trary combination of MPI processes and OpenMP threads in the supercomputer node. Below, we mainly
use the version of MPI decomposition in the velocity space because it is most convenient from the prac-
tical point of view. Note that the decomposition of the velocity grid for performing MPI computations for
solving the exact Boltzmann equation using an explicit difference scheme was probably first used in [33].

The results of testing the scalability of the parallel version of the Nesvetay code on various Russian
supercomputers can be found in [12, 14, 34]. The best results in terms of the number of used processors
were achieved on the RSC PetaStream system [35] installed in the supercomputer center “Polytechnic” of
the Peter the Great St. Petersburg Polytechnic University. Each node of this cluster includes one copro-
cessor Intel Xeon Phi 5120D (60 physical cores, 240 hyperthreads, clock rate 1.053 GHz, RAM 8 GB).
Up to 256 nodes (61440 hyperthreads) were used in the computations, and the efficiency of about 75%
was achieved, which is at the best level of computational f luid dynamics [31, 32].

4. COMPUTATION EXAMPLES
In the analysis of results, the gas rarefaction degree is characterized by the rarefaction factor , which

is inversely proportional to the Knudsen number  determined on the basis of the free path  in the
incident gas f low and the given length scale :
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APPLICATION OF THE NESVETAY CODE 743
The first benchmark problem is the planar argon f low around a planar circular cylinder of radius 6 inches
(  m) [15, 34]. The problem was solved for the incident f low velocity  m/s, the f low
temperature  K, and the surface temperature  К. Two values of the incident f low den-
sity  kg/m  and  kg/m , which at  correspond to the rarefaction
parameter  and , respectively, were used. The corresponding Knudsen numbers are 
and . In all cases, the exponent in the viscosity law was . The Prandtl number was

. The mesh in the physical space consisted of  cells in the plane  and three cells on
the axis z. The height of the first cell in the near-wall layer was . The nonuniform velocity grid
with refinement to  and  consisted of 35 720 nodes. The solution of the problem took 1000–
3000 core-hours, depending on the value of .

Figure 2 illustrates the comparison of the distribution of the pressure and heat transfer coefficients on
the cylinder surface obtained by solving the model kinetic Shakhov and BGK equations with the results
of paper [36] obtained by the MONACO code [37] based on the direct simulation Monte Carlo (DSMC)
method. The results obtained by the DSMC and by solving the Shakhov model equation are in excellent
agreement for all ; the maximum difference at the stagnation point does not exceed 2%. The use of the
BGK model gives a noticeable error in the heat transfer coefficient for . Figure 3 illustrates the com-
parison of the temperature profiles on the stagnation line in the f low field. On the whole, the computation
results obtained by the S-model and the DSMC method are close, except for the tail of the shock wave.
The use of the BGK model gives a considerable error in the “step” of the temperature profile beyond the
shock front at .

In [38], the computation results obtained using the S-model were compared with the results obtained
by solving the exact Boltzmann equation with the viscosity law corresponding to the rigid sphere model.
Good agreement between these results for the distribution of the surface coefficients for  was
obtained. The computations were performed using the Nesvetay and the UFS [2, 4] codes; also see
[39, 40].

Thus, in these computations, the good accuracy of the S-model kinetic equation in problems of the
high-speed f low around blunt bodies, including the computation of heat transfer on the surface, was
demonstrated for the first time.

As the second benchmark problem, we consider the air f low around the three-dimensional model of
an aerospace vehicle of the Central Aerodynamic Institute (TsAGI) at large altitudes without taking into
account the internal degrees of freedom. The model has an complicated shape—it consists of a fuselage
with a blunted nose, two wings, a vertical fin, and a f lap. The total length of the body with the f lap is
10 meters. Due to its geometric complexity, the need to use a spatial grid with a large number of poor cells
and the velocity grid for the f low incident at the angle of attack, the construction of solution to this prob-
lem is an excellent test. For applied (engineering) computations, it is critically important to obtain a solu-
tion in a short time.

The principal ability to construct a numerical solution to this problem using the Nesvetay code for the
incident f low with Mach numbers  and various angles of attack was demonstrated in [14, 15, 34].
This is possible due to the use of a combination of the adaptive velocity grid and an efficient implicit
method. In this work, the computation time is significantly reduced due to the use of a nonuniform
approximation of the transport operator on the spatial grid in the Nesvetay code.

To estimate the actual computation errors, the results are compared with the results obtained using the
code [41–46], which implements a modern scheme of direct simulation Monte Carlo method. In the
computations using the SMILE code, the f low parameters corresponded to air (the specific heat ratio

 and  J/(kg К)) with the “frozen” internal degrees of freedom for the given altitude ,
the Mach number , and the angle of attack . The physical model used in these computations is strictly
speaking not equivalent to the S-model; for this reason, the comparison is evaluative. The computations
using the SMILE code were performed by E. A. Bondar’, P. V. Vashchenkov, and A. A. Shevyrin (Khris-
tianovich Institute of Theoretical and Applied Mechanics, Siberian branch of the Russian Academy of
Sciences).

In [34, 47], acceptable agreement between the Nesvetay and SMILE computations with the “frozen”
internal degrees of freedom for the problem parameters  km, , and  was obtained.
In this paper, we construct the solution for the more realistic conditions of  km and .
The corresponding incident f low parameters for air are  kg/m3,  Pa,
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744 TITAREV

Fig. 2. Distribution of the pressure , friction , and heat transfer  coefficients over the cylinder surface in the argon
flow for . The solid line corresponds to the S-model, the dashed line to the BGK model, and dots to the direct
simulation Monte Carlo (DSMC) method [36]. 
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 m/s,  K, and the surface temperature  К (in [34, 47],  K). The
Prandtl number in Eq. (1) was . The rarefaction parameter was  on the basis of the char-
acteristic size  m. The algorithm for the collision computation used in SMILE approximately cor-
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Fig. 4. Computation mesh in the physical space for the f low around an aerospacevechile.

Fig. 5. Comparison of the pressure coefficient distribution  for  km, , and . SMILE on the left

and Nesvetay on the right.
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1.05

7
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8
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9
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10
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11
2

pc = 100H α = 25 ∞ =M 25
responds to the viscosity law (2) with the parameters  and ; these constants in
the viscosity law were also used in the computations by the Nesvetay code.

A detailed description of the parameters of the computation meshes in the physical space can be found
in [47]. The SMILE code uses a multidimensional Cartesian computation mesh adapted for the domains
in which the f low is strongly nonequilibrium, such as shock fronts and near-wall domains. The Nesvetay
code uses the grid model in the physical space based on a multiblock grid consisting of 159 blocks with the
total number of 568 thousand cells (see Fig. 4). The height of the first cell adjacent to the body surface was

 m. The grid in the velocity space was constructed as in the case of f low around the cylinder—it con-
tained 32144 nodes, so that the total number of degrees of freedom (cells in the 6-dimensional grid) was
18 billion. The solution of the problem using the Nesvetay code took 5000 core-hours of computer time.

Figures 5 and 6 illustrate the comparison of the computation results for  and . The pressure coeffi-

cient values are in good agreement, while the value of the thermal transfer coefficient  obtained by

SMILE ( ) at the model nose, which is most difficult to compute, is slightly greater than the value

produced by Nesvetay ( ). The difference of 16% can be explained by the use of the significantly
different equations, grids, and numerical methods. On the whole, good agreement of the computations

−
∞μ = . × 5

1 74 10 ω = .0 734

−3
10

pc hc

hc
= .0 77hc

= .0 65hc
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Fig. 6. Comparison of the thermal transfer coefficient distribution  for  km, , and . SMILE on

the left and Nesvetay on the right.
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Fig. 7. Contour lines of the dimensionless pressure  obtained by the Nesvetay code for  km, , and

.

∞/p p = 100H α = 25

∞ =M 25
based on the S-model and by the DSMC method in the computation of the f low around an irregularly
shaped 3D body and a large incident f low velocity was obtained.

Figure 7 shows the contour lines of the dimensionless pressure obtained using the Nesvetay code.
On the whole, we have a typical pattern of high-speed rarefied gas f low around a body; it includes the
forming bow shock wave and the bottom region with reverse f low. The ratio of the pressure in the stagna-
tion region near the body nose to the pressure in the bottom region is greater than 20000. Nonetheless,
the Nesvetay code is able to construct the solution to the problem.

CONCLUSIONS

The capabilities of the Nesvetay package of parallel programs, which has been developed by the author
during several years in the department of mechanics of the Federal Research Center “Computer Science
and Control” of the Russian Academy of Sciences, for simulating external high-speed rarefied gas f low
around various bodies are described. The results demonstrate good accuracy and reliability of the package
as applied to the computations of f lows around bodies of complicated shapes up to the Mach numbers

 = 25 using modern Russian supercomputers.∞M
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